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Put AI everywhere as fast as possible!

Who needs safeguards?

Humans are terrible at their jobs anyways!



AI is going to destroy us all, just don’t do it.

Safeguards don’t work.

AI doesn’t even work, humans are better.



More nuance,  
better regulated AI deployments,  

more efficient and fair government.



Why AI in government?



Let’s look to the IRS. 

Alleged first mention of AI in a 
law review was related to taxes.



Let’s look to the IRS. 

IRS robot in 1963.



Let’s look to the IRS. 

Source: IRS data book. Source: Courtesy of Treasury Department.

Tax gap is estimated at $441 billion per year. 



It’s nearly impossible for the IRS to do its job at this scale 
without smart prioritization and some forms of AI. 

And this story repeats itself at other agencies that have even 
lower budgets for crucial government functions.





But there are risks.





How do we incentivize a culture of AI Safety in gov? 

How do we ensure AI Safety?



Existing laws provide some constraints and actionable lessons 
for AI Safety. 

Goal: The law has something to teach AI Safety researchers and AI 
Safety researchers have something to teach lawmakers.



Lesson #1 from the Law:  

It’s not enough for humans to just be in the loop, they have to actually be able to assert 
their discretion. And when they don’t, you need a fallback system that is efficient. 

*From forthcoming work with Mark Krass at WeRobot 2022.



Immigration & Customs Enforcement RCA Algorithm



Immigration & Customs Enforcement RCA Algorithm

Similar story to Dutch Tax Service.


Officers began to rely on algorithm for recommendations, and 
stopped having discretion.


Eventually, algorithm was silently changed to never allow release 
for anyone.



Immigration & Customs Enforcement RCA Algorithm

Judge allowed injunction because officers are required to exercise discretion (among 
other reasons) and as a result should have gone through rule making process, which 

requires notice-and-comment period.



Immigration & Customs Enforcement RCA Algorithm

Demonstrates a procedural mechanism for requiring attentive 
humans in the loop by law. 

Can teach us how to build AI Safety systems that align with 
administrative law.



But, there are problems. If courts require rulemaking, it 
can be quite long and arduous. It is not suitable for safely 

iterating and updating AI algorithms.



Lesson #1 from the Law:  

It’s not enough for humans to just be in the loop, they have to actually be able to assert 
their discretion. And when they don’t, you need a fallback system that is efficient. 



Courts and Administrative Agencies Balance Transparency 
against Privacy

Lesson #2 from the Law:  

Transparency and openness is key to fight corruption and ensure safety.

But you have to find ways to balance that against privacy interests in a highly contextual 

way. 

*From Peter Henderson, Mark Simon Krass, Lucia Zheng, Neel Guha, Christopher D. Manning, Dan Jurafsky, and Daniel E. Ho. "Pile of Law: Learning Responsible Data Filtering 
from the Law and a 256GB Open-Source Legal Dataset." (2022).



Courts and Administrative Agencies Balance Transparency 
against Privacy

Courts and agencies want to (and actually have to) release their decisions 
and detailed reasoning for them. But this necessarily means including 

personal details about the situation under discussion. 



Courts and Administrative Agencies Balance Transparency 
against Privacy

One way is to use pseuodonyms and to redact enough information so the 
person cannot be identified.



Courts and Administrative Agencies Balance Transparency 
against Privacy

Compare that against what we do for large language models.

Foundation 
Model



Courts and Administrative Agencies Balance Transparency 
against Privacy

Unclear if generated content is safe to release. 


People’s names might be associated with information that might cause 
safety harms. 


The information would have to be out on the web already, but sometimes it 
is harder to find (de-indexed from Google, etc.). 


Models don’t respect this.





Courts and Administrative Agencies Balance Transparency 
against Privacy

How do we redact names in situations that 
might be unsafe, but keep names in 

situations where it’s necessary.


For example, case names are laws in 
common law systems, cannot redact. Or 

you might want to retain information about 
public figures or characters in a movie.

Who is the 44th President of the United States? 


Redacted Model: ???

Unredacted Model: Barack Obama



Courts and Administrative Agencies Balance Transparency 
against Privacy

The law can teach us (imperfectly)! Executive Office of Immigration Review 
and other agencies make these decisions daily.













Don’t need pseudonym.
Need pseudonym.



Courts and Administrative Agencies Balance Transparency 
against Privacy

Lesson #2 from the Law:  

Transparency and openness is key to fight corruption and ensure safety.

But you have to find ways to balance that against privacy interests in a highly contextual 

way. 

*From Peter Henderson, Mark Simon Krass, Lucia Zheng, Neel Guha, Christopher D. Manning, Dan Jurafsky, and Daniel E. Ho. "Pile of Law: Learning Responsible Data Filtering 
from the Law and a 256GB Open-Source Legal Dataset." (2022).



I could go on with more lessons.


But the point is that the law and AI safety are deeply intertwined, especially when you 
look at the constraints placed on the U.S. government.



And this might also give you some thoughts on how we might want to think about 
regulation for the private sector.  

In fact, the EU AI Act does something like this.



More like sensitive government (especially autocratic government uses).

Less like government uses. (e.g., Generative art)



Bans:  

• Any system that deploys harmful manipulative 
“subliminal techniques” 

• AI systems that exploit specific vulnerable groups 
• AI systems used by authorities for social scoring 
• “Real-time” remote biometric ID in publicly 

accessible areas for law enforcement purposes.



Transparency, Monitoring, and ex-ante Assessments: 
Remind you of rule-making?



We need to get into both a technical and a regulatory 
law mindset to make AI Safety well-formed. 

Feel free to reach out!


