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Iteration #3: How can we estimate energy more accurately?

Implemented interface to different energy meters from Intel and Nvidia, 
but experiments showed crazy high variance.



Iteration #3: How can we estimate energy more accurately?

It turns out on Slurm, Intel’s RAPL energy interface counts all of the 
energy used for every job on the worker machine! 

Almost moved forward with a bug.



This crazy amount of compute must be having some carbon impact, how 
bad is it?  

(May, 2018)

Estimates are inaccurate, don’t want 
particular authors to feel attacked, decide 

not to submit fully written draft 2 days 
before the deadline.  

(Nov 3, 2018) 
❌

Start writing draft of paper 
(October, 2018)

Can we estimate conference-wide carbon 
emissions and energy consumption?

Not enough information to make accurate 
estimates. 
❌

Implementing interface 
to energy counters. 
Ran experiments.

Experiments wrong 
because RAPL 

interface on Slurm 
counts all experiments 

on machine. 
❌



This crazy amount of compute must be having some carbon impact, how 
bad is it?  

(May, 2018)

Estimates are inaccurate, don’t want 
particular authors to feel attacked, decide 

not to submit fully written draft 2 days 
before the deadline.  

(Nov 3, 2018) 
❌

Start writing draft of paper 
(October, 2018)

Can we estimate conference-wide carbon 
emissions and energy consumption?

Not enough information to make accurate 
estimates. 
❌

Implementing interface 
to energy counters. 
Ran experiments.

Experiments wrong 
because RAPL 

interface on Slurm 
counts all experiments 

on machine. 
❌

Assign based on 
percentage of CPU 
usage by process.



This crazy amount of compute must be having some carbon impact, how 
bad is it?  

(May, 2018)

Estimates are inaccurate, don’t want 
particular authors to feel attacked, decide 

not to submit fully written draft 2 days 
before the deadline.  

(Nov 3, 2018) 
❌

Start writing draft of paper 
(October, 2018)

Can we estimate conference-wide carbon 
emissions and energy consumption?

Not enough information to make accurate 
estimates. 
❌

Implementing interface 
to energy counters. 
Ran experiments.

Experiments wrong 
because RAPL 

interface on Slurm 
counts all experiments 

on machine. 
❌

Docker bug doesn’t 
allow you to measure 
GPU process usage in 

containers.  
❌

Assign based on 
percentage of CPU 
usage by process.



This crazy amount of compute must be having some carbon impact, how 
bad is it?  

(May, 2018)

Estimates are inaccurate, don’t want 
particular authors to feel attacked, decide 

not to submit fully written draft 2 days 
before the deadline.  

(Nov 3, 2018) 
❌

Start writing draft of paper 
(October, 2018)

Can we estimate conference-wide carbon 
emissions and energy consumption?

Not enough information to make accurate 
estimates. 
❌

Implementing interface 
to energy counters. 
Ran experiments.

Experiments wrong 
because RAPL 

interface on Slurm 
counts all experiments 

on machine. 
❌

Docker bug doesn’t 
allow you to measure 
GPU process usage in 

containers.  
❌

Assign based on 
percentage of CPU 
usage by process.

Every energy grid has different 
emissions. Luckily found open 

source project 
(electricitymap.org) to build on 
top of. Missing regions filled 
manually from reading many 

reports.

http://electricitymap.org




Awesome paper! 



Awesome paper!  

But beat us to the punch… should we even bother continuing?



Iteration #4: Publish lessons learned with new efficient RL models

From: Human-level control through deep reinforcement learning

RL models use ConvNets for Atari games, 
what if we use a mobile-optimized 

architecture to make them more efficient?

https://www.nature.com/articles/nature14236


But wait… our experiments showed that using mobile 
architectures with less Floating Point Operations used the same 

or MORE energy?!
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Iteration #4: Publish lessons learned with new efficient RL models

Result: mobile architectures slower and 
more energy hungry??

Constructing fast network through deconstruction of convolution.



Iteration #4: Publish lessons learned with new efficient RL models

Result: mobile architectures slower and 
more energy hungry??

Diagonalwise Refactorization: An EfficientTraining Method for Depthwise Convolutions
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Green AI

Another great paper!  
Do we have anything left to add?
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But we built useful tools and learned a lot that might be helpful for the community!
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Lessons Learned

#1 Diving deeper leads to insights, but you might get scooped in the meantime.



Lessons Learned

#2 Getting scooped is stressful, but those deeper insights might be valuable by 
themselves. Still worth publishing (or at least putting online).



Lessons Learned

#3 Journal-length papers give you more room to share all the nitty gritty lessons 
learned, but seems like not as many people actually read through the whole thing.



Lessons Learned

#4 We should be more pro-active about sharing lessons learned, hence this 
workshop!



Lessons Learned

#5 We need to share more details as a community, either through appendices or 
journal-length follow-ups. Simply not enough information for post-hoc meta-
analyses. In our case, we couldn’t estimate emissions which is why we ended up 
down this year and a half long journey.



Thanks for listening!  

If you want to chat with me about this or anything else,  
feel free to reach out to me.


